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What Is Data Mining? 
•Data mining refers to extracting or mining knowledge from large amounts of 
data. 

•The term is actually a misnomer. Thus, data mining should have been more 
appropriately named as knowledge mining which emphasis on mining from 
large amounts of data. 

•It is the computational process of discovering patterns in large data sets 
involving methods at the intersection of artificial intelligence, machine 
learning, statistics, and database systems. 

•The overall goal of the data mining process is to extract information from a 
data set and transform it into an understandable structure for further use. 

•The key properties of data mining are Automatic discovery of patterns 
Prediction of likely outcomes Creation of actionable information Focus on 
large datasets and databases



Tasks of Data Mining

• Data mining involves six common classes of tasks: 

1. Anomaly detection (Outlier/change/deviation detection) – The identification of unusual 
data records, that might be interesting or data errors that require further investigation. 

2. Association rule learning (Dependency modelling) – Searches for relationships between 
variables. For example a supermarket might gather data on customer purchasing habits. 
Using association rule learning, the supermarket can determine which products are 
frequently bought together and use this information for marketing purposes. This is 
sometimes referred to as market basket analysis. 

3. Clustering – is the task of discovering groups and structures in the data that are in some 
way or another "similar", without using known structures in the data. 

4. Classification – is the task of generalizing known structure to apply to new data. For 
example, an e-mail program might attempt to classify an e-mail as "legitimate" or as 
"spam". 

5. Regression – attempts to find a function which models the data with the least error. 

6. Summarization – providing a more compact representation of the data set, including 
visualization and report generation.



Architecture of Data Mining



1. Knowledge Base:
• This is the domain knowledge that is used to guide the search over valuate the interestingness of resulting 

patterns. Such knowledge can include concept their archives, used to organize attributes or attribute 
values into different levels of abstraction. Knowledge such as user beliefs, which can be used to assess a 
pattern’s interestingness based on its unexpectedness, may also be included. Other examples of domain 
knowledge are additional interestingness constraints or thresholds, and metadata (e.g., describing data 
from multiple heterogeneous sources).

2. Data Mining Engine:
• This is essential to the data mining system and ideally consists of a set of functional modules for tasks such 

as characterization, association and correlation analysis, classification, prediction, cluster analysis, outlier 
analysis, and evolution analysis.

3. Pattern Evaluation Module:
• This component typically employs interestingness measures interacts with the data mining modules so as 

to focus the search toward interesting patterns. It may use interestingness thresholds to filter out 
discovered patterns. Alternatively, the pattern evaluation module may be integrated with the mining 
module, depending on the implementation of the data mining method used. For efficient data mining, it is 
highly recommended to push the evaluation of pattern interestingness as deep as possible into the mining 
process so as to confine the search to only the interesting patterns.

4. User interface:
• This module communicates between users and the data mining system , allowing the user to interact with 

the system by specifying a data mining query or task, providing information to help focus the search, and 
performing exploratory data mining based on the intermediate data mining results. In addition, this 
component allows the user to browse database and data warehouse schemas or data structures ,

evaluate mined patterns, and visualize the patterns in different forms.



– Major Issues In Data Mining:
• Mining different kinds of knowledge in databases. - The need of different users is not the 

same. And Different user may be in interested in different kind of knowledge. Therefore it is necessary for 
data mining to cover broad range of knowledge discovery task.

• Interactive mining of knowledge at multiple levels of abstraction. - The data mining 

process needs to be interactive because it allows users to focus the search for patterns, providing and 
refining data mining requests based on returned results.

• Incorporation of background knowledge. - To guide discovery process and to express the 

discovered patterns, the background knowledge can be used. Background knowledge may be used to 
express the discovered patterns not only in concise terms but at multiple level of abstraction.

• Data mining query languages and ad hoc data mining. - Data Mining Query language 

that allows the user to describe ad hoc mining tasks, should be integrated with a data warehouse 
query language and optimized for efficient and flexible data mining.

• Presentation and visualization of data mining results. - Once the patterns are 

discovered it needs to be expressed in high level languages, visual representations. This 
representations should be easily understandable by the users.

• Handling noisy or incomplete data. - The data cleaning methods are required that can 

handle the noise, incomplete objects while mining the data regularities. If data cleaning methods 
are not there then the accuracy of the discovered patterns will be poor.



• Pattern evaluation. - It refers to interestingness of the problem. The 

patterns discovered should be interesting because either they represent common 
knowledge or lack novelty.

• Efficiency and scalability of data mining algorithms. - In order 

to effectively extract the information from huge amount of data in databases, data 
mining algorithm must be efficient and scalable.

• Parallel, distributed, and incremental mining algorithms. -

The factors such as huge size of databases, wide distribution of data , and 
complexity of data mining methods motivate the development of parallel and 
distributed data mining algorithms. These algorithm divide the data into partitions 
which is further processed parallel. Then the results from the partitions is merged. 
The incremental algorithms, updates databases without having mine the data 
again from scratch.



Knowledge Discovery in Databases(KDD)

• Some people treat data mining same as Knowledge discovery while some 
people view data mining essential step in process of knowledge discovery. 
Here is the list of steps involved in knowledge discovery process:

• Data Cleaning - In this step the noise and inconsistent data is removed.
• Data Integration - In this step multiple data sources are combined.
• Data Selection - In this step relevant to the analysis task are retrieved 

from the database.
• Data Transformation - In this step data are transformed or consolidated 

into forms appropriate for mining by performing summary or aggregation 
operations.

• Data Mining - In this step intelligent methods are applied in order to 
extract data patterns.

• Pattern Evaluation - In this step, data patterns are evaluated.
• Knowledge Presentation - In this step ,

knowledge is represented.



The following diagram shows the process of knowledge discovery process:
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