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Vivekanand College, Kolhapur

Department of Statistics
B.Sc. 1

Notice
Date: 09/09/2019

All students of B.Sc. - I are hereby informed that, there will be continuous internal
examination for semester-1, 2019-20 of 20 marks will be held as follows

Sr. Date Time Paper | Section | Title of the Paper
No. No.
01 | 19/09/2019 | 11.00 to 12.00 I I Descriptive Statistics I
02 |21/09//2019 | 2.00 to 3.00 I II Discrete Probability
| ' Distribution
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Vivekanand College, Kolhapur

De:partment of Statistics

B.Sc. 11

Notice

Date: 09/09/2019

All students of B.Sc. — II are hereby informed that, there will be continuous
internal examination for semester-III, 2019-20 of 20 marks will be held as follows

Sr. Date Time Paper | Section | Title of the Paper
No. No.
01 | 26/09/2019 4.15t0 5.15

Statistical method-I
II Probability
- Distribution-I

02 | 28/09//2019 | 3.30to 4.30 I

Qs
Ms. V. V. Pawar
Associate Professor




VIVEKANAND COLLEGE (Autonomous), KOLHAPUR.
B. Sc. (Part — II) Sem.: III Internal Examination, 2019
| STATISTICS (Paper -I1I)
Roll No.: Probability Distribution - I

Day and Date: Total Marks: 20
Q.1. Choose the correct alternative. _ (05)
1. For continuous bivariate r. v. (X, Y) the value of E [E(Y/X=x)] = ccc0vvrrerenene
a) Var(X) b) Var (Y) _ ¢) E(Y) d)E(X)
2. The correct relation between fourth cumulant and central moment is ........... »
2) Ka = 4 b) K= log pts OKe=p#3p;  DKi=p3p3
3. If My(t) is the mgf of r. v. X then Max(t) is .ccouverirnrnannnnnn.
2) 3 Mu() b) Mx(30) ©) € Mi(t) 9 M(3)
4.1f f(x) = kx*, 0 x < 3, is p.d.f. then the value of kiis ...........
1
2l b)2 01 d;
5. The value of F(x, y) lies in the interval..................
2) (-1,0) b) (0, 1) (1,1 d) (<o, )
Q.2. Attempt any One ' (10)
1. Define th= following terms for continuous r. v. X
i) Mean ii) Median iii) Mode iv) Variance v) G.M.

2. The joint p. d. f. of bivariate r. v. X, Y)is f(x,y) =4xy ; O<x <1,0<y<l1
=0 ; otherwise
Find i) Marginal p.d. f.of X i) Marginal p. d. £ of Y
| iii) Mean of X and Mean of Y
iv) Conditional distribution of X given ¥
v) Conditional distribution of Y given X

Q. 3. Attempt any One 5)
1. Define c.d.f. of continuous r. V. X and state its properties.

2. If X is a r. v. with pdf f(x) =3 (1-x)% 05 x < 1 then find the pdf ol Y = .‘.f_;
3. For continuous bivariate r. v. (X, Y) show that E(X -Y) = E(X) - E(Y).




VIVEKANAND COLLECGE, KOLHAPUR.(Autenomous)
Depsariment of Statistics
Sermester: [l Paper No. : Statistical Methods-1

Iaternal Exumination 2019/2020 Rull No.:
Date: 260922019 Time: - 4.15pm to $0pm Max macks: 20
Q1. Sclect correct alternative, (5 Marks)
| Purchasing power of money increases if.. ... .
a. Price index increases b. Price index decreases
¢. cost of living Index nurnber decreases Aboth bandc

2. Which of the following Index number does not satisfics unit test—-—

a. ja(p% average of price relative b. Luspeyre's
.&‘/ nple aggregame d. Paasche's
3 Laspcyri}wtcc Index number uses weights as. .
h,:;‘”fiasc year quantities : b. Current year quantities
c. Basc ycar prices d. current year prices.

4 I fXisu passmn variate with mean § thcn by chebychev s Inequality we havc
P {m-s;«s] A
S0 hoa 0§ 408

S.if X~B (4;;- 3 a;_w,by chebychev's nequality p[iX - u '_zs- 2] 2
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Vivekanand College, Kolhapur
Department of Statistics

B.Sc. 11
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Date: 09/09/2019

All students of B.Sc. - III are hereby informed that, there will be mid semester

examination for 2019-20 will be held as follows

Sr. | Date Time Paper | Title of the Paper

No. | No.

01 | 23/09/2019 12.00 to 12.15 IX Probability Distribution I
02 | 24/09//2019 | 12.00 to 12.15 X Statistical Inference I

03 | 25/09/2019 12.00 to 12.15 XI Design of Experiment

04 | 26/09/2019 12.00 to 12.15 XII Operation research

Nl
Ko
Ms. V. V. Pawar
Associate Professor




Vivekanand College, Kolhapur.
Department of Statistics
B.Sc. Part-III (Semester —V) Internal Examination, 2019
Probability Distribution-I (Paper No. IX)

) Date: 22/09/2019 Total Marks: 10

Q1) Select correct alternative:
1) Laplace distribution is

a) Positively skew  b) Negatively Skew \/e){ymmetric d) None of these

2) If X;~LN(u,0%),i=1,2,...,n and they are independent then distribution of G =
(X1 X, . X )Y is

a) LN(u,0?) b) N(u, c?) ¢)LN(u,0%/n) d)N(u,a?/n)

3) If X follows truncated normal distribution with parameters 4 = 0,0 = 1, truncated to the
: above b=5 then p.d.f of X is

fx) = ke_xT,x < 5thenk =

...................

1 1 ‘ 1
a) NG| b) e | \))é oG d) none of these
4) Following distribution is particular case of Weibull distribution
a) Exponential b) Laplace ¢) Gamma Vd—)/Both (a) and (c)

5) If X is a continuous random variable with pdf. f(x) then pfd. Truncated random variable
truncated to the left at x = a is

A FX)/P(X >a) b)f(x)PX >a) c)f(x)/P(X <a)d) f(x)/P(X # a)

6) If X and Y are i.i.d exponential variates with mean 6 then distribution of X-Y has

s distribution(d)
& tj Lognormal b Laplace ¢) Uniform d) Exponential
o
7) Mean of lognormal distribution is
2
u pre- a?
2) Xe o) et d)pu+2
&) If X~U(—m/2,m/2) then u + A tan (x) has distribution
a) L(u, 1) PIT(p,4) c) €(0,1) d) Both (b) and (c)
9) Mode of logistic distribution is ,_
i b) e ¢) log (1) d)log (1 +%2)

10) If X has truncated exponential truncated to the left
+3 Moz <) 3
aa r T =

at x = a then its variance is
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R SWAMI VIVEKAN AND SHIKSHAN SANSTHAS 0 F T8F —_—
VIVEKAN AN © COLLEGE, KOLH AFUR. / e
B. Sc. {Part - 111} Midterm Examination, 2013 / C‘Cj/ 2\
, STATISTICS ( Paper -X) ( \ )
Roli h oo Statstcal Inference-l \\\ / Y
pDay ang Date: Tuesday, 24/0S/201S Total Marks: S

4

(). Choosethe correct alternative.

__iyInsampling from a N (g, 100 ) popu'ation consistent estimater of ztis.....

a) Samp le mean b) Sample median ¢) Sample varmance \)f){\ll the above

i) An estimator T based on a sample of size n is said to benegatively biased estimator of & if

QE(T)= 8 by E(T)> 4 STE(TI<8 QE(T)> 8

i) An unbiased estimator T, of the parameter 4 1s said © be more efficient than anyv other

AE(T)<E(Ty) BYV(T ) >V (T VT <V(T, dE(TH>E(T)
~ iv) Thepoint estimator of the parameter is
-

.a) Constant

b) Any numerical value
_2&YA function of sample observations

~dy Noneof these
o) I XL X, X, is arandom samp le taken from apopulation having U(0, 6) distribution.
then unbiased estimatorof 6 is....

l |

a) ¥ b= o2 % d) Xmy

L0 [f15,16,18.17,14,10 is asample taken from a population having exponential

- \listribution with parameter £. then moment estimator of A 1s
I‘\

90 b)— T oo d)30

viD) If a family receives 102524 wrong telephone calls on six randomly selected days. and
wrone calls follow P(2) then the moment estimate of Awillbe

a) 0 P2 c) 4 d) 3

viii) The MLE of parameter Obhased on ther.s. Xo. Xe... X, s thatvalueof 8 which

\}VMax imizes the likelihood function

1

b]

C

’

b} Maximizes the mformation function

¢) Max imizes the distribution function dy None of these
ix)Let-208.,1-16-3be ars.ofsize 7 from f(x, 9) = : e~ x=6l. _ « ¥ <+« Then
MLE for 8 is...
a) 977 3] 9

O 1 X - N (1, ¢2) ten maximum lkelihood estimator for para

srSamplemean ) sample med ian c) samp e v:
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VIV ERANAND COLLEGE, ROLHAFL R

Department of Statistics

/ Semester Y Paper No.: XI(Desgnsof Experiments)
Internal Examination 2019/2020 RollNo. B2 l 5
10
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o

square due to error s 57

\/& sqr2 1)

/”
¥ The analysis 0T CRD s analocois 0 ANOVA  tor

@ one way classification b) two way classification ¢) Three way classification d)none ofthese

4) JFhe Principle of 1 repetition of treatme nt Over the expenmenta

nal mdesign ofexpennmens 8-
ajrandomization A replication ¢)botharand b) dynone of these

SyTn analvsts of data of RBD with 7 blocks 2nd t treatments, the error degrees of freedomare

P

71 in 3x$ Latin square design degrees of freedom foremorsum of squars and IJL. sumars

a)-mi-1) D)=l V-l dra-typr-i -

/6') In analysis of RBD with 3 treatments and 4 blocks with one missing observation. error degrees of

freedomar

ap-t2 020 V(ln d)None of these

a)4, 24 2. 24 c)

< 1 2
LS I 28
5< Suppese ther are two designs D1 and D2 with same replica yefficiency of desian D2

with respect to design D1 18—---—

WO o 2107 ¢ chl dre '\

\ Pl h analvsis of RBD with usual nomtions the estimaie of missing obsenaton is —--
N

A} pr .: - s G 1s

() Latin Square Design is ... three way lavout

fC omplets b) incomplete




VIVEKANAND COLLEGE, KOLHAPUR. LD
Department of Statistics T\
Semester: V Paper No. : XII (Operations Research)

Internal Examination 2019/2020 Roll No.:
[ate. 26/09/20‘ 9 Max marks: 10

(.1 Choose a correct alternative

1) The algorithm used to find an optimal sequence of n jobs through two machines is known as -

a) Hungarian method b) MODI method ¢y Johnson’s method d) none of these

V)

2) If the dual has unbounded solution , then primal has
a)Feasible solution \nynbounded solution ¢) No solution d) alternative solution

3) In transportation problem degeneracy occurs when number of non-negative allocations are----
a) equal to m+n-1 _bYless than m+n-1
~¢) less than m+n-1 & at independent positions. d) less than m+n-1 & at dependent positions

4) For maximization L.P.P. model Simplex method is terminated when all values------

a)Z-C;<0  bZiCi= 0 ¢)Z-C=20 d) none of these
5) Any solution to general L.P.P. which satisfies the non-negative restrictions of the problem is
known as-----
a) Optimal solution b) unbounded solution
j/) Feasible solution d) degenerate solution (t-1)(r-1)-1
6) To formulate a problem for solution by the Simplex method, we must add artificial variable
1) emmem
\Only equality constraints _b) only greater than constraints
c) Both a) and b) d) None of these

7) The dual of primal maximization L.P.P. having m constraints and n variables should----
a) Have n constraints and m non-negative variables. b) Be a minimization L.P. problem

_¢¥ both a) and b) d) None of these.

8) In a T.P> with minimization of objective function net evaluation A; = C;-(u;+v;) for each
empty cell is greater than or equal to zero , then the solution is-----

z}) Optimum "' b) solution can be improved
_\ /r/)” optimum but alternative solution may exists d) none of these

9) If there are n workers and n jobs , there would be ----------

USRS -
"

10) An optimum assignment requires that the maximum number of i&@' which can b

through squares with zero opportunity cost be equal to the numbesnf ----& smm ©
a) rows or columns b) rows and columns JU ?‘1 |
c¢) rows and columns -1 d)None of these NE * )
' ) /
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Vivekanand College, Kolhapur

B. Sc. I

Notice

Department of Statistics

mﬁaww Q%

Date: 25/022020

All students of B.Sc.-I are hereby informed that, there will be a internal
examination for semester-11 , 2019-20 of 20 marks will be held as follows

Sr. Date Time | Paper | Section | Title of the Paper Topic
No. No.
01 | 02/03/2020 | 2.00 to I I &II | Descriptive Statistics II | Unit-3, 4
3.00 Discrete probability Unit-3, 4
distributions
\\S\L\NSUA/
Ms. V. V. Pawar

Associpjggaofessor

Dar*ment of Statistics

anand P(’}“nse ’<0h180{!
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Vivekanand College(Autonomous), Kolhapur <‘ 2(\ B )
Department of Statistics Nl

B. Sc. 1
Continuous Internal Evaluation (CIE) 2019 -2020
Time: 2.00pm - 03.00 pm Date: 02/03/2020 Total Marks: 20
Q. 1 Choose the correct alternative. [04]

1) Multiple correlation coefficient lies between.........

a) (—00, ) b)(0,0) O dCLD)

i1) An additive model of time series with the components T, S, C, and I

aA)Y=T+S+CXI D) Y=T+SXCXI
) Y=T+S+C+I d)YTTXS+CXI
iii) If X is a r.v. having negative binomial distribution then .........
a) Mean > Variance b) Mean < Variance
¢) Mean = Variance d) None of these "

iv) If X and Y are independent r.vs then

a) Cov(X, Y)=0 | b) Corr(x, Y) =0
¢) EXY)=EX).E(Y) d) All of these
Q.2 Attempt any one of the following. [08]
i) Define Partial correlation coefficient. If r; =ri3=r3=p then show that

3 RZ.. = 285 ) Frg = —P
) Rizs =G i) 123= 57553

ii) Define negative binomial distribution and find its mean and variance using
p.gf

iii) Define Time Series. State its component. Explain one of them.

Q.3 Attempt any Two of the following. [08]

i) Define Residual and state properties of residual.

ii) Explain the method of Moving Averages.

iii) Prove that E(X+ Y) = E(X) + E(Y)

iv) Define a) conditional Mean b) Define Margmaig bob&hﬁudgithr\lbutxon of X

and Y “AN D C‘ \\
iii) Prove that E(X+ Y) = E(X) + E(Y) —
iv) Define a) conditional Mean b)Dcfinc

and Y.
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Vivekanand College, Kolhapur
Department of Statistics
B.Sc. 11

Notice
Date: 25/02.2020

All students of B.Sc. — II are hereby informed that, there will be internal
examination for semester-IV, 2019-20 of 20 marks will be held as follows

Sr. Date Time Paper | Section | Title of the Paper | Topic
No. No.
01 05 /03/2020 | 4.15to I11 [ &Il | Statistical method- | Unit 3,4
5.15 11
Probability Unit 2,3
Distribution-II
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£ Ms. V. V. Pawar
m?’?/ .. Associate.Professor

1 Fabs

AOATT T os y
. vartment of Ceas:
i BEEN i

) i
el ahan




Vivekanand College (Autonomous), Kolhapur

Department of Statistics
B. Sc. II SEM IV

Continuous Internal Evaluation (CIE) 2019 — 2020

Subject: Probability Distribution IT
Time: 4.15pm - 5.15 pm Date: 05/03/2020 Total Marks: 20
Q. 1 Choose the correct alternative. [04]
1) If X has chi-square distribution then its variance is.........
a)0 b)n ¢)2n d) None of these
11) Which function is used to create data frames?
a) data.frame( ) b) data.sets () ¢) function () d)C()
1i1) Alternative hypothesis decides following type of. ......... test.
a) One sided b) Two sided
¢) Botha) & b) d) Neither a) nor b)
1v) Area of critical region depends on .......
a) size of type I error b) size of type II error
c) Both a) & b) d) Neither a) nor b)
Q.2 Attempt any one of the following. [08]
1) Define t variate and drive its p.d.f.
ii) Explain a) F test for difference of variances.
b) Large sample test for testing Ho: P = Py against H,: P <P,
(08]

Q. 3 Attempt any Two of the following.

1) Define a) Power of the test  b) Level of significance

ii) Explain Chi - square test of independence of attributes for 2 x 2 contingency table.
b) combine function

ii1) Explain with example a) scan function
iv)Obtain mode of F- distribution with (n;, ny) d. f. /\%’gﬁ*‘f“' [ ('u(‘\
,"’ Q’,"’/’ N\ \\
/s EstD \g)
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Vivekanand College, Kolhapur (Autonomous)
Department of Statistics
B.Sc — 111 Internal Examination (2019-20)

Notice
Date: 10/02/2020

All the students of B.Sc. — Il are hereby informed that, the Internal Examination of
Semester — VI will be held as per following time table.

Sr.No. Date lime Paper No.

1 17/02/2020 Paper — X111 - Probability  Theory i

2 18/02/2020 , Paper - XIV - Statistical Inference-1l !
[ P30 am to ‘
3 20/02/2020 Il 45am Paper -~ XV Samphing Theory :
I —— , T - 1
4 29/02/2020 Paper -~ XVI - Quality Management and |
1 - Data Mining ,

Nature of Question Paper (Total Marks = 10)

10 MCQ’'s each carrying | mark

P V |
‘\%“; \J— ‘MU‘L’
I ( Ms. Pawar V. V.)
‘ oAU

IEPARTMENT OF STATISTICS
ERANAND COLLEGE, KOLHAPUR
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SHRTSWAMI VIVEKANAND SHIKSHAN SANSTHA'S
VIVERANAND COLLEGE (Autonomous), KOLHAPUR.
Department of Statistics

Statistical Inference -I1 (Paper No. XiVi Roli No.:
) 18/02/2020 wnc H 30 am. -11:45 a.m. im.al \iarkx‘ 10
0. Choose thc cor rLc1 alter n«m\c (1() m‘zrks)

[ (-1.96< u<1.96) = 0,95 then which of the following statement is correct.
o aybength of Confidence interval is 3.92 units.
by The confidence coefficient is .95,
¢) The probability thar plies between (-1.96, 1.96) 1s (.95,
All the above.

I The quantities C1& C2 within which the unknown value of the parameter is expected to lie
Auch that P (C1< 8<C2) = I-C are known as

\/'af(('.unﬁdcmtc limits by C.1. ¢) Confidence coetlicient d) confidence levels

3. hnterval extimate of parameter 8 of exponential distribution can be obtained by use of:
v \)/( hi-squave Distribution b) F-distribution

dy Narmal distribution d) t-distribution.

A random variable T which is a function of r. s, a parameter 6 & its distribution is
b . . ¢ o is known as
( independentof 677 wn a
4) a4 statistic \/ﬁ\ pivot ¢) a likelihood function d) None of them
. -The probability of rejecting the null hy pothesis when itis true is calied as ...
¥ 4) Povalue \/’6 Size of the test ¢) Power of the test d) Tvpe Il error

GO0 NG NG LN is a s of size notaken trom N(6,100) popuiation a UMP test exists tor
G’X’/""Siilla 1,: 6= 0 against
o 7 Hi:0 =+ 6 byH;: 60 > 6, o l:0< 8, dy Either (i) or (iii)

7. Which of the following is most appropriate for testing simple i against simple H,
v 4) UNMP level a test exists MP level o test exists
¢) MR level (1 — @) test exists d) MP level (1 — «)

oL

5o lna SPRT of strength («, 3)
a) Sample size is fixed, « & B are minimized
\~ b) Sample size & « are fixed, 8 is minimized
¢) Samiple size & 3 are fixed, @ is minimized
j@ Sample size is random, a & ffare fived

GO e theory of SPRE was developed by

&) boarl Pearson \)/\ Woald ¢y Fisher dy NARLELH P hnwxx

G Gt SPRE of strength (0.5, 0.2) the stoppineg bounds dumud by &h;ﬁxgﬂ

\/“ (G104 M A=1.5.8B=04 C) A= ‘(3%5 e é(’éj\s
{ > f ;3

W




Vlnganand College, Kolhapur
CPartment of Statistics
s 1.mester ~VI) Mid-Term Examination, 2020
sampling Techpi
Date: 20/02/2020 S aper B XV% tal Marks: 10
B :

B.Sc. Part-III (Se

Instructions: 1) All questions are compulsory

_ 2) Use of calculations and statistical tables is allowed.
Q1) Select correct alternative:

[8]

1) When frame is not available or costly---- scheme helps in reducing cost of survey.

BRSO b) SRSWOR ' c¢) Stratified Sampling \ &) Cluster Sampling

2) A systematic sample of size 20 is drawn from a population of size 120 , then probability of
getting any sample out of all possible systematic samples of same size is

a) 1/20 \}a')/ 176 ¢)6/20 d) None of these

3) If the population is in a linear trend then ratio V (v )g V(Y )sy : V(¥)wor 18

a) n:l/n:lb) I:n:1/n vcﬂ/n:l:n d)1/n:n:1

4) The probability of not selecting a specified unit in SRSWOR of n units from population on N
units is-------

a) 1/n b) 1-(1/n) ¢) /N A 1-n/N

5) In stratified random sampling with stratum sizes N1=800, N2=300 and stratum variances S, =
144, Sy, = 400 under Neyman allocation, the ratio of sample sizes n1/n2 is given by ----

a) 12.50 by 9 eylL9d ) 11.10

6) In sampling for proportion, if N is large and samples are large then V(p) = --—---
2 plq by (N-mPQ/n o) (N-DPQ/n d) None of these.

7) Error committed in presentation of data are categorized as--------

\}.)%mpling error b) population error ) Non-sampling error  d) standard error

8) Systematic sampling becomes more pr ecise than SRSWOR if intra-class correlation becomes-

\,a)'fgéitive b) Negative ¢) zero d) None of these

9) In optimum allocation sample size from each stratum is proportional to
a) Stratum size  b) Stratum var iability \OH0th @) and b)  q) either a) or b

. 2
10) Which of the following statement 15 not true? e
NAND £~

b) standard err et ;
a) Standard error cannot be zero . or can n o' QQ-?;Z““ J : |

i ) All'the N/ . W\
¢) Standard error can be negative. Y. above, /& /f ~ ) \ {i \
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